Interpolation *

Hector D. Ceniceros

1 Approximation Theory

Given f € Cla,b], we would like to find a “good” approximation to it
by “simpler functions”, i.e. functions in a given class (or family) ®. For
example,® = P, = {all polynomials of degree < n}.

A natural problem is that of finding the best approximation to f by func-
tions in ®. But how do we measure the accuracy of any approximation? that
is, what norm[l] do we use? We have several choices for norms of functions.
The most commonly used are:

1. The max or infinity norm: ||f|loc = sup,ep |f(2)]-
2. The 2-norm: ||f||> = (f: f2(z)dz)2.

3. The p-norm: ||f]|, = (f; fp(:c)d:v)%.

Later, we will need to consider weighted norms: for some positive function
w(z) in [a,b] (it could be zero on a finite number of points) we define

(1) Iz = ( | bw(a:)f%a»dx)é |
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LA norm || - || is a real valued function on a vector space such that (1) ||f|| > 0, f #Z 0,
(2) [IAfIF= ALl for any A scalar, and (3) [|f + gl < Lf[| + [lg]-




Then, by best approximation in ® we mean a function p € ® such that

If—pll <|If —qll,Vq € P.

Computationally, it is often more efficient to seek not the best approximation
but one that is sufficiently accurate and fast converging to f. The central
building block for this approximation is the problem of interpolation.

2 Interpolation

Let us focus on the case of approximating a given function by a polynomial
of degree at most n. Then the interpolation problem can be stated as follows:
Given n+1 distinct points, xg, x1, ..., T, called nodes and corresponding values
f(zo), f(x1), ..., f(xy,), find a polynomial of degree at most n, P, (x), which
satisfies (the interpolation property)

Po(0) = f(x0)
Po(71) = f(21)

Po(za) = f(a).

Let us represent such polynomial as P,(z) = ag+ajx+---+a,z". Then,
the interpolation property means

Fu(xo) = f(x0), Pu(x1) = f(21), -+, Pulwn) = f(2n),

which implies
ag + a1wo + - - + anxy = f(20)

ag + ayxy + - -+ a,zt = f(xy)

ap + a1, + -+ apay = f(x,).

This is a linear system of n+ 1 equations in n+ 1 unknowns (the polynomial

coefficients ag, ai, . .., a,). In matrix form:
1wy xg--ag| |ao f (o)
1z 232t |ay f(z1)

2) : A
Qn, f(xn)
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Does this linear system have a solution? Is this solution unique? The answer
is yes to both. Here is a simple proof. Take f = 0, then P,(z;) = 0,for
7 =0,1,...,n but P, is a polynomial of degree < n, it cannot have n + 1
zeros unless P,(x) = 0, which implies ¢y = a; = -+- = a, = 0. That is,
the homogenous problem associated with has only the trivial solution.
Therefore, has a unique solution.

In general the values to interpolate might not come from a function.
They are just data supplied to us. We will often write (o, fo), (21, f1), etc.,
to emphasize this more general setting.

Example 1. As an illustration let us consider interpolation by a linear poly-
nomial, Pi(x). Suppose we are given (o, fo) and (z1, f1). We have written
Pi(x) explicitly in the Introduction. We write it now in a different form:

r — I

(3) Pi(z) = Jo+

o — T1 T1 — Zo

r — X9

S

Clearly, this polynomial has degree at most 1 and satisfies the interpolation

property:

(4) Pi(zo) = fo,

(5) Pi(x1) = fi.

Example 2. Given (xg, fo), (z1, f1), (z2, f2) let us construct Py(x), the poly-

nomial of degree at most 2 which interpolates these points. The way we have

written Py(z) in (3) is suggestive of how to explicitly write Py(x):

(x —x1)(x — 29) (x — x)(x — 29) (x — x)(x — 1)
1

(w0 — ml)(xo — ) ° (71 — x())(xl — ) ($2 - Io)(xl — 1)

If we define

PQ(I‘) =

fo-

@), - (&= 21)(@ — 1)
(6) lO ('750 _ xl)(xo _ 'TZ) )
@),y — (&= z0)(x — a3)
(7) I (z) (1 = 20) (21 — 22
@) — (&= 20)(z —a1)
(8) l5 o p——
then we simply have
(9) Py(x) = 1P (@) fo + 11 (2) fr + 157 (2) fo-



Note that each of the polynomials (@, (@, and (@ are exactly of degree 2
and they satisfy lj(-2)(:L‘k) =0 . Therefore, it follows that Py(x) given by
satisfies the interpolation property

(10) Py(z0) = fo,
(11) PZ(xl) = f1,
(12) Py(x2) = fo.

We can now write down the polynomial (of degree at most n) which
interpolates n + 1 given values, (xo, fo),- - -, (s, fn), Where the interpolation
nodes xo, ..., x, are assumed distinct.

Define

o  (@—m) - (z—xj1)(@ — w1 (T — @)
lj (z) =

(@) — o) -+~ (wj — wj-1) (@) — @jp1 - (25 — @)
(13) S
= [ =—=5. forj=0,1,...n

k=0,k#j (2 — i)

These are called the elementary Lagrange polynomials of degree n. Note that

lj(.n)(xk) = 0. Therefore

n

(14)  Pul@) =" @ fo + 1 @) fi -+ 1 @) fo =Y 1 (@) f;

J=0

interpolates the given data, i.e., it satisfies the interpolation property P, (z;) =
f; for 5 =0,1,2,...,n. Relation is called the Lagrange form of the in-
terpolating polynomial. The following result summarizes our discussion.

Theorem 1. Given the n + 1 values (xo, fo), ..., (@n, fn), for zo,x1,..., 2,
distinct. There is a unique polynomial of degree at most n, P,(x), such that
P,(z;)=f; forj=0,1,... n.

Proof. P,(z)in is of degree at most n and interpolates the data. Unique-
ness follows from the fundamental algebra : suppose there is another poly-
nomial @, (x) of degree at most n such that @, (z;) = f; for j =0,1,...,n.
Consider W (z) = P,(z) — Qn(x). This is a polynomial of degree at most n
and W(x;) = P,(z;) — Qn(z;) = f; — fj =0for j =0,1,2,...,n, which is
impossible unless W (z) = 0 which implies Q,, = P,. O]

25,1, is the Kronecker delta, i.e. §;5 =0 if k # j and 1 if k = j.
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3 Connection to Best Approximation

We can view interpolation as a linear operator. Suppose that we have n + 1
distinct nodes xg, x1, . . ., z,, contained in an interval [a, b]. Let f and g be two
continuous functions in [a, b] and o and 3 two scalars. Then, the interpolating
polynomial for af(z) + Bg(z) is P(z) = aP,(x) + Q,(z) where P,(z) and
Q. (z) are the interpolating polynomials of f and g, respectively. This follows
immediately from (14). Also, note that if f is a polynomial of degree at most
n, its interpolating polynomial is itself, i.e. P,(z) = f(z).

Now suppose that P*(z) is the best polynomial approximation of f in the
max or uniform norm, i.e.

(15) min || f = Pl = ||f = Py,
peP,

where P, = {all polynomials of degree < n}. Let P,(z) be the interpolating
polynomials of f at xg,z1,...,x,. Then,

1f = Falloo = If = Po = (Po = P)lloo < I = Pillco + [P0 = Pillcc-
But P,(z) — Pf(z) is a polynomial of degree at most n which interpolates
f— P, that is
Pa) = Bilw) = 31" (@) (f ) = Pi(s)
=0

Therefore,
(16) 1Py = Pilloo < Anllf = Prllo

where
(17) A, = max Z |lz(-n) ()]
= 0

is called the Lebesgue Constant. Using this in (16)) we obtain

This inequality connects the interpolation error ||f — P,|l« with the best
approximation error ||f — P¥||». Let us see if can extract more information
from this connection.



There is a fundamental result in approximation theory, which states that
any continuous function can be approximated uniformly, with arbitrary ac-
curacy by a polynomial. This is the celebrated Weierstrass Theorem.

Theorem 2. Weierstrass Theorem. Let f be a continuous function in [a,b].
Given € > 0 there is a polynomial P such that

[f = Pllec <€

Weierstrass theorem implies that as we increase the degree the best ap-
proximation polynomial converges uniformly to f, that is ||f — Pf|lcc — 0 as
n — o0o. However, because the Lebesgue constant A, is not bounded in n,
we cannot conclude that ||f — P,|l as n — oo, i.e. that the interpolating
polynomial, as we add more and more nodes, converges uniformly to f. That
depends on the regularity of f and on the distribution of the nodes. We will
discuss this further later.

4 Barycentric Formula

The Lagrange form of the interpolating polynomial is not convenient for com-
putations. If we want to increase the degree of the polynomial we cannot
reuse the work done in getting and evaluating a lower degree one. How-
ever, we can obtain a very efficient formula by rewriting the interpolating
polynomial as follows.

Let

(19) w(x) = (r —xo)(x —x1) -+ (T — ).
The numerator in l§n) (z) is w(z)/(x — x;). Thus, we can write

AL

() _ () _ 1
(20) ;7 (x) = w(x)x—J—xj’ A=
[N EEED)
k=0
K]
Therefore
21 P,(x) = w(z)——f(z;) = w(z I f(x;).
1) ()= 3 wlo) o) = 0() 3 )



Now, note that from with f(z) =1 it follows that
(22) > i (2) =1
=0

and diving by we get the so-called Barycentric Formula for inter-
polation:

(23)  Pu(z) = : for z # 2,7 ="0,1,...,n.

For x = x;, 5 = 0,1,...,n, the interpolation property should be used:
Po(z;) = f(z)).

The numbers )\§-”) depend only on the nodes xg, x1, ..., ¥, and not on given
values f(xo), f(z1), ..., f(x,). We can precompute them efficiently as follows:
)\(()0) =1;
form=1:n

forj=0:m—1

m) _ NV
>\j - :cj-—zm’
er(ld)
m 1
>\m - m—1 )
H (T — T)
k=0

end

If we want to add one more point (2,41, f(Zn41)) we just extend the

m-loop to nm + 1 to generate )\(()"H), Al ,)\Sﬁl).



For equidistributed points, x; = z¢ + jh, j = 0,1,...,n we have

n) 1
cAe (zj —x0) -+ (x; — mj-1) () — Tjp1) -+ (25 — )
1
~ GWIG - DA (A)(~h)(=2h) - (j —n)h
1
T D IG -2 (n— )]
B (—1)i—n n!
k! gl(n— )

- G ()
- v (h)

We can omit the factor (};17); because it cancels out in the Barycentric For-

mula. Thus, for equidistributed points we can use

(24) A = (—1y (n) j=0,1,...n.

5 Newton’s Form and Divided Differences

There is another representation of the interpolating polynomial which is both
very efficient computationally and very convenient in the derivation of nu-
merical methods based on interpolation. The idea of this representation, due
to Newton, is to use successively lower order polynomials for constructing
P,(x).

Suppose we have gotten P, 1(x), that is the interpolating poly of f at
X, .., Tn—1 and we would like to obtain P,(x), the interpolating poly of f
at g, ..., x, by reusing P,_i(x). P,(x) — P,_1(z) = R(z), where R(z) is a

polynomial of degree at most n. Moreover, for j =0,...,n — 1
(25) r(zj) = Pu(x;) — Poa(z)) = f(z5) — f(25) = 0.
Therefore, R(x) can be factored as

(26) R(z) = cp(z —xo)(x — 1) -+ - (T — Tpq).



The constant ¢, is called the n-th divided difference of f with respect to
X, T1, ..., Tn, and is usually denoted as f[xo,...,z,]. Thus, we have

(27) P,(x) = Py_1(x) + flxo, ..., xn](x — x0)(x — 1) - -+ (. — 1)
By the same argument, we have

(28)  Po_i1(z) = Poo(z) + flzo,. .., xna](z — xo)(x — 1) - - (. — Tp—2),
etc. So we arrive at Newton’s Form of P,(x):

(29)
Po(x) = flwo] + flzo, mal(x — wo) + ... + flwo, ..., 2n(z — 20) -+ (2 — @p1).

Note that for n =1
Pi(z) = flzo] + flzo, 21](x — x0)

Pi(z0) = flwo] = f(0)
Pi(x1) = flxo] + flwo, 21)(x1 — 30) = f(21)

Therefore

(30) flwo] = f(wo)

&31) floo,n] = SV =L0),

and

(32) Pi(z) = f(xo) + M(w — ).

T — Zo

Define flz;] = f(x;) for j = 0,1,...n. The following identity will allow us
to compute all the required divided differences.

Theorem 3.

f[xlax% 7$k] - f[l'(),l'l, ey Tl—1
T — o '

(33) flzo, z1, .y zk] =



Proof. Let P,_; be the interpolating polynomial of degree at most £ —1 of f

at x1,...,x, and QQrp_1 the interpolating polynomial of degree at most k& — 1
of f at xg,...,xx_1. Then

r — T
(34) P(z) = Pea(z) + [Pe_1(x) — Qp—1(z)].

T — Xo

is a polynomial of degree at most k and for j =1,2,...k — 1
Py(zj) = flz;) + ——[f(z;) = f(z))] = f(z)).
T Zo

Moreover, Py(z9) = Qr-1(z0) = f(x¢) and Py(zg) = Pr_1(zx) = f(ag).
Therefore, P is the interpolation poly of f at xg,...,zr. The leading order
coefficient of Py(z) is f[xo,...,xx] and equating this with the leading order

Tj — Tk

coefficient of P, e x’“};kf_[zoo’ml"“w’“*ﬂ, gives . O

To use to obtain the divided difference we construct a table. Set-
ting f; = f(z;) this divided difference table is built column by column as
illustrated below for n = 3.

x; | Oth order 1th order  2th order 3th order
Zo Jo

f[ifo, 951]
Ty fi flxo, x1, 2]

f[$1, $2] f[%, $1,$27$3]
T2 f2 f[$1, $2,$3]

f[fBQ, 933]
T3 /3

Example 3. Let f(z) =1+a2* andz; =j—1 for j=0,...,3. Then
xj | Oth order Ith order 2th order 3th order

o) @

3 10
so P3(x) =1+1(z—0)+1(z—0)(z—1)+0(z—0)(z — 1)(x —2) =1 + 22
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After computing the divided differences, we need to evaluate P, at a given
point x. This can be done efficiently by suitably factoring it. For example,
for n = 3 we have

P3(x) = co+ c1(x — 20) 4+ co(x — x0)(z — 1) + c3(x — wo) (v — x1) (T — x2)
=co+ (v — o) {1 + (v — x1)[c2 + (x — 23)c3] }

For general n we can use the following Horner-like scheme to get p = P, (z):
P = Cn;
fork=n—-1:0
p=ck+ (x—x) *p;
end
Note that

(35) Py(z) = Pe_1(x) + flzo, ..., xp)(x — x0) -+ - (v — 2p—1)

where P;_1(z) is a polynomial of degree < k — 1. Then, the leading order
coefficient of Py(x) is f[zo, ..., zx] and consequently P,gk)(:c) = k! f[xq, ..., vk]
and thus

1

(36) Flao, o] = HP,S“ (z).

6 Cauchy’s Remainder

In the Introduction we proved that if xg, 1, and x are in [a, b] then

F(&) — Pila) = 3 (€)(w — a0)(z — 21),

where £(z) € (a,b). The general result about the interpolation error is the
following theorem:

Theorem 4. Let f € C"a,b|, xg, 21, ..., Tn, T be contained in [a,b], and
P,(x) be the interpolation polynomial of degree< n of f at xy, ..., , then

1 nt1
37)  flz) = Pu(x) = mf( (€)@ — zo)(w — 21) -+ (2 — @),
where min{xo, ..., z,, v} < () < max{zo,...,T,, T}

11



Proof. The right hand side of is known as the Cauchy Remainder and
the following proof is due to Cauchy.

For z equal to one of the nodes z; the result is trivially true. Take x fixed
not equal to any of the nodes and define

(38)  o(t) = f(t) — Pu(t) — [f(x) — Py(2)] (t—20)(t — 1) (t — ap)

(x —xo)(x —21) -+ (2 — )

Clearly, ¢ € ¢"*1[a,b] and vanishes at t = xg, 1, ..., Z,, z. That is, phi has
at least n + 2 zeros. Applying Rolle’s Theorem n + 1 times we conclude that
there exists a point £(x) € (a,b) such that "+ (¢(z)) = 0. Therefore,

0= 6V (e(a)) = £ E) = [F0) - Pl s

from which follows. Note that the repeated application of Rolle’s theo-
rem implies that £(z) is between min{zy, x1, ..., x,, } and max{zg, 1, ..., T,, T}.

]

We can use the same argument to relate divided differences to the deriva-
tives of f. Let P,,1(t) be the interpolating polynomial of f at xz,...,z,,z.
Then f(t) — P,41(t) vanishes at t = xy, ..., z,,z. By repeated application of
Rolle’s theorem there is £(x) between min{xz, x1, ..., T, £} and max{xg, 1, ..., Tp, T}
such that

0= f""(¢(x) — P (&) = [ (€(x)) — (n+ D!f[zo, - - @n, 7).

Therefore

FrD (€ ()
39 ey Ty, ] = — 222
Similarly, if P, is the interpolating polynomial of f at xq, 1, ..., xx, then
1
where min{xzo,...,zr} < & < max{zo,...,xr}. Suppose that we now let
1, ..., — xg. Then & — x5 and
. 1
(41) mlw.l’lxr?_mo flzo, .y xi] = Ef(k)(:to).

We can use this relation to define a divided difference where there are
“coincident” nodes. For example f[xq, x1] when 2o = x1 by f[xg, 20| = f'(x0),
etc. This is going to be very useful for the following interpolation problem.

12



7 Hermite Interpolation

The Hermite interpolation problem is: given values of f and some of its
derivatives at the nodes zg, x1, ..., x,, find the interpolating polynomial of
smallest degree interpolating those values. This polynomial is called the
Hermite Interpolation Polynomial and can be obtained with a minor modifi-
cation to the Newton’s form representation.

For example: Suppose we look for a polynomial of P of lowest degree
which satisfies the interpolation conditions:

P(xo) = (o),
P'(xo) = f'(20),
P(x1) = f(21),
Pl(x1) = f'(z1).
We can view this problem as a limiting case of polynomial interpolation of

f at two pairs of coincident nodes, xg, o, 1,7 and we can use Newton’s
Interpolation form to obtain P. The table of divided differences, in view of

(A1), is

A .

7o | f(xo f' (o
(42) z1 | f(z1) flro, 1] flwo, zo, 21]

vy | f(zr)  f(x1)  flwo, 1, 21]  flxo, 2o, 21, 21]
and

P(z) = f(zo) + f'(x0)(z — o) + flzo, o, 21](z — x0)2 + flzo, o, x1, 21| (2 — mo)g(x — ).
Example 4. Let f(0) = 1, f/(0) = 0 and f(1) = v/2. Find the Hermite

Interpolation Polynomial.
We construct the table of divided differences as follows:

0| @
o] 1 (0

11vV2 V2-1

(43)

and therefore

Pxz)=1+0(x—0)+ (V2-1)(z—0)*=1+ (V2 —1)2%
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