Project
You have been promoted to Senior Network Engineer for the Acme Metal Company! Your first assignment is to design the network layer for their new WAN. They have three sites: Chicago, Kansas City and headquarters in St. Louis. You can assume that there are 100 devices in Chicago and Kansas City, but 300 devices in St. Louis. You may assume a single router at each site is adequate and you may configure as many interfaces as needed per router. The devices may be attached to the router via either switches or hubs. Using virtual networks and a cloud architecture is encouraged but not required. You will need to provide the following:

1. A drawing of your design (this needs to be an attachment in something I can read such as word, jpeg), you should group your devices into work groups so that you don't have to designate all 300 devices individually (something like below). Also use your own IP addressing and naming conventions!
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2. An interface table for the router at each site.

Guidance: Assuming you select the classical configuration you will have one router at each site. Each must have a minimum of 3 interfaces: one internal; lo, one to support the workgroups at that site (a LAN) and one to connect to the routers at the two other sites (a WAN). Your interface names should be appropriate for the architecture ie eth0 for a LAN or atmo or s0 (serial) for the WAN. You may have more interfaces for performance or security reasons, but they are not required.
This is assuming your WAN features a cloud topology. If you use a point-to-point topology the router at the top of the hierarchy will require an addition interface, because in effect it will be supporting 2 WANS. A sample appears below:
[guster@underdark /sbin]$ netstat -i

Kansas City Kernel Interface table

Iface MTU Met RX-OK RX-ERR RX-DRP RX-OV RTX-OK TX-ERR TX-DRP TX-OVR Flg

eth0 1500 0   5400    0      0      0   25000    0      0      0    BRU

eth1 1500 0  11420    0      0      0   10000   1420    0      0    BRU

lo    436 0   8437    0      0      0    8437    0      0      0    LRU

Chicago Kernel Interface table

Iface MTU Met RX-OK RX-ERR RX-DRP RX-OV RTX-OK TX-ERR TX-DRP TX-OVR Flg

eth0 1500 0   5525    0      0      0   29044    0      0      0    BRU

eth1 1500 0  11320    0      0      0      44   3087    0      0    BRU

lo    436 0   8337    0      0      0    8337    0      0      0    LRU

St. Louis Kernel Interface table

Iface MTU Met RX-OK RX-ERR RX-DRP RX-OV RTX-OK TX-ERR TX-DRP TX-OVR Flg

eth0 1500 0   5545    0      0      0   29044    0      0      0    BRU

eth1 1500 0  11320    0      0      0      44   3087    0      0    BRU

lo    436 0   8437    0      0      0    8437    0      0      0    LRU

WAN Kernel Interface table

Iface MTU Met RX-OK RX-ERR RX-DRP RX-OV RTX-OK TX-ERR TX-DRP TX-OVR Flg

s0    1500 0  10000   0      0      0   10000    0      0      0    BRU

s1    1500 0  10000   0      0      0   10000    0      0      0    BRU

s2    1500 0  10000   0      0      0   10000    0      0      0    BRU

lo    436 0   8437    0      0      0    8437    0      0      0    LRU

3. A kernel routing table for the router at each site. Make sure it matches your drawing. Remember if two routers share the same line the network portion of the address is the same on each side.

EXAMPLE:

Kernel IP routing table

Destination     Gateway         Genmask         Flags Metric Ref    Use Iface

10.0.0.0        *               255.255.255.0   U     0      0        0 eth1

199.17.59.0     *               255.255.255.0   U     0      0        0 eth0

199.17.51.      *               255.255.255.0   U     0      0        0 eth0

199.17.49.0     199.17.59.101   255.255.255.0   UG    0      0        0 eth0

127.0.0.0       *               255.0.0.0       U     0      0        0 lo

default         199.17.49.1     0.0.0.0         UG    0      0        0 eth0 

4. The IP address of all devices (can be displayed in the drawing). Workgroups be can defined in ranges. For example: a group of 50 devices might be specified as 199.17.59.51-100. You can make up the addresses, but use class c structure. A sample appears below:
St. Louis
199.17.59.1-50

199.17.59.51-100

199.17.59.101

Chicago

199.17.51.1-50

199.17.51.51-100

199.17.51.101

Kansas City

199.17.49.1-50

199.17.49.51-100

199.17.49.101-150

199.17.49.151-200

199.17.49.201-250

199.17.50.1-50

199.17.50.51-54

5. Comment on the physical architectures you would suggest for both the LAN and WAN portions of the design. For example, why would ATM be best for the WAN and Token ring for the LAN?

6. A DNS table (similar to the example provided in the conference) for the St. Louis location. Example below:
EXAMPLE:

$ORIGIN .

$TTL 86400      ; 1 day

acmemetal.com         IN SOA    acme.metal.corp.com. root.metal.corp.com. (

                                2002032601 ; serial

                                3600       ; refresh (1 hour)

                                900        ; retry (15 minutes)

                                2592000    ; expire (4 weeks 2 days)

                                86400      ; minimum (1 day)

                                )

                        NS      acme.metal.corp.com.

                        A       199.17.59.1 
                        NS      hqsteelworks.acmemetal.com.

                        MX      50 hqsteelworks.acmemetal.com.

$ORIGIN acmemetal.com.

copperworks     IN      A       199.17.59.50

ironworks       IN      A       199.17.59.166

steelworks      IN      A       199.17.59.1

                IN      MX      20 ironworks.steelcorp.com.

NS              IN      CNAME   hqsteelworks

mail            IN      CNAME   hqsteelworks

www             IN      CNAME   hqsteelworks

7. General comments about what DNS entries you might want to cache.
