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Researchers proposed five assumptions to be tested when using multiple regression analysis: (a) measurement error, (b) normality, (c) linearity, (d) multicollinearity, and (e) homoscedasticity (Dormann et al., 2013; Kim, Sugar, & Belin, 2015; Kock & Lynn, 2012).  Next is a discussion of each assumption of multiple regression. 
Measurement error.  Conducting multiple regression analysis may include the assumption of no error in the measure of variables.  Cronbach’s alpha is a common test for measurement when measuring multiple items (Osborne & Water, 2002; Tonetto & Desmet, 2016; Valim, Marziale, Richart‐Martínez, & Sanjuan‐Quiles, 2014). Therefore, for the variable push-pull motives to travel, I will perform Cronbach’s alpha test for measurement of error.	Comment by Natalie Casale: Need a citation for this sentence
Normal distribution.  I will have to perform a visual inspection and create a histogram of each variable to test the assumption of normal distribution.  Conducting a Shapiro-Wilk test will determine whether a normal distribution of each variable exists.  In the research, the assessment of normality will determine the specific statistical tests researchers utilize: parametric or non-parametric (Punzo, Browne, & McNicholas, 2016).  The parametric test produces a bell-shaped curve versus a non-parametric (Fernandes, Madeiros, & Veiga, 2014; Punzo et al., 2016; Urbano, 2015).  Researchers can use bootstrapping procedures when the data failed to meet the statistical assumption of normality. 	Comment by Natalie Casale: Citation? 	Comment by Natalie Casale: Citation? 
Linear relationship.  Another assumption for multiple regression that determines whether a linear relationship exists between variables.  To test for linearity assumption, I will create and inspect a scatter plotter of predicted and residual values for each variable (Li, 2015; Singh, Engel, Jansen, de Haan, & Buydens, 2016; Yan & Zhang, 2015).  If linear relationships do not exist, researchers can use bootstrapping procedures to examine any possible influence of assumption violations.	Comment by Natalie Casale: Citation? 	Comment by Natalie Casale: Need citation 
Homoscedasticity.  Conducting a scatterplot analysis will help test for assumptions of homoscedasticity (Francq & Govaerts, 2014; Punzo et al., 2016; Urbano, 2015).  To test whether a violation of homogeneity exists, I will conduct a Goldfeld-Quandt test for homogeneity of variance. 
Multicollinearity.  Multicollinearity existed when a possible predictor-predictor redundancy phenomenon occurred (Amini & Roozbeh, 2016; Chandra & Sarkar, 2015; Kock & Lynn, 2012).  Using a normal probability plot (P-P) of the regression standardized residual tested for multicollinearity (Amini & Roozbeh, 2016; Aslam, 2014; Chandra & Sarkar, 2015). 
Violation of assumptions.  Violating assumptions can result in errors.  There are two types of errors, which can occur when using inferring statistical significance of the analysis.  Type I error when the researchers reject the true null hypothesis and Type II error results when the researchers do not reject a false null hypothesis (Delorme, Micheaux, Liquet, & Riou, 2016; Li & Mei, 2016; Liu et al., 2015).  For example decreasing the p-value, from .05 to .01, reduces the possibility of a Type I error, but also increases the likelihood of a Type II error (Delorme et al., 2016; Li & Mei, 2016; Liu et al., 2015). If the violation of an assumption exists, Punzo, Browne and McNicholas (2016) suggested that researcher should use of bootstrapping procedures.  Therefore, I will use the bootstrapping procedure to mitigate any violations of assumptions. 	Comment by Natalie Casale: Need citation	Comment by Natalie Casale: Need citation
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Descriptive designs examine the current condition of a situation or circumstance (Correia & Kozak, 2016; Li et al., 2014; Montilla & Kromrey, 2016; Olya & Altinay, 2016).  I will use descriptive statistics to examine the distribution of data. Some of the measures included the standard deviation, mean, and variance.  I will use a pre-established probability standard of .05 for the alpha, or p-value, which is common in tourist satisfaction (Correia & Kozak, 2016; Liu et al., 2015; Olya & Altinay, 2016). The related confidence interval for an alpha of .05 is 95%.  A medium effect size (f 2 = .15) is appropriate based on a review of 29 articles where tourist satisfaction, as measured by destination image or motivation to travel, was the outcome measurement (Correia & Kozak, 2016; Li, Scott & Walters, 2014; Olya & Altinay, 2016).	Comment by Natalie Casale: These researchers discussed tourist satisfaction? 
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Common software researchers use to analyze statistical data include Statistical Package for the Social Sciences (SPSS), Statista, and Microsoft Excel (Ahman et al., 2013; Ayatollahi, Golestan, Sharifi, Esform, & Shahcheraghi, 2013; Cori et al., 2013). Because SPSS is commonly used by tourism industry researchers, I will use SPSS (e.g., Cheng & Lin, 2014; Manaf et al., 2015; Xu & Shieh, 2014).  
Before conducting data analysis, researchers visually inspect the survey data for missing, incomplete, or unusual information (Cai & Zhu, 2015; Kim et al., 2015; Zvoch, 2014).  The purpose of data clean is to detect errors and remove these errors for quality improvement (Cai & Zhu, 2015; Kim et al., 2015; Zvoch, 2014).  Data cleaning is important in statistical analyses (Cai & Zhu, 2015; Kim et al., 2015; Zvoch, 2014). To address missing data, the most popular method used is the deletion of any cases that have missing data (Kim et al., 2015; Punzo et al., 2016; Zvoch, 2014). Because the use of paper survey the likelihood of missing data is minimal, therefore, I will adopt this procedure for any missing data.
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Study validity is the final consideration of the project.  Validity is an important aspect of the study, which involves the integrity of conclusions drawn from the research (Barry et al., 2013; Baumeister et al., 2016; Chakraborti et al., 2016).  There are two types of validity: internal validity and external validity (Baumeister et al., 2016; Chakraborti et al., 2016; Pericci & Pereira, 2016).    
 Internal Validity
	Le Borgne et al. (2016) stated some internal validity could occur in instrumentation, statistical regression, selection, and testing. Williams and Aber (2015) stated that internal validity supports the notion that observed covariation correlates to a causal relationship.  This study is a correlational study, and therefore, there are no threats to the internal validity.
Statistical conclusion validity.  The statistical conclusion of validity, there are two types of errors Type I and Type II.  Rejection of a true null hypotheses is Type I error, and non-rejection of a false null hypotheses is when Type II error occurs (Kratochwill & Levin, 2014; Le Borgne et al., 2016; Pericci & Pereira, 2016).  Three statistical conclusions of validity are instrument validity, data assumption, and sample size.	Comment by Natalie Casale: Need citation	Comment by Natalie Casale: Need citation 

